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Abstract 

Deepfakes have been widely discussed as a media ethics issue, a free speech dilemma, or a potential threat to democratic 
institutions. This paper argues that deepfakes should also be understood as a cybersecurity problem, because they 
exploit the same trust relationships that underpin secure systems and public governance. Deepfakes are not merely 
“fake videos”, they are tools for identity manipulation that can bypass technical defenses and disrupt decision-making, 
public communication, and institutional legitimacy. The paper examines how deepfakes intersect with existing legal 
frameworks, including data protection, defamation, broadcast regulation, and cyber incident response, and proposes 
that public institutions should treat synthetic media as an emerging risk within cybersecurity governance.  
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1. Introduction

Deepfakes are often discussed as a media ethics problem or a free speech headache. Increasingly, though, they are a 
cybersecurity issue. Not in the narrow sense of malware or network intrusion, but in a broader, more dangerous sense. 
Deepfakes attack trust itself. They exploit the same assumptions on which cybersecurity frameworks depend: that a 
familiar face signals authenticity, that a known voice signals authority, and that official-looking content is likely 
legitimate [2]. 
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Figure 1 Commonly used Deepfake generation models (Singh and Dhumane, 2025) 

For public lawyers advising government agencies, this shift matters. Cybersecurity has traditionally focused on 
protecting systems and data. Deepfakes target people instead. They turn identity into an attack surface, and once 
identity is compromised, technical defenses often fail. 

This is already happening. Deepfake audio has been used to impersonate executives and public officials in sophisticated 
fraud schemes, convincing staff to authorize wire transfers or disclose sensitive information. Video deepfakes have been 
deployed to promote financial scams, spread medical misinformation, and undermine confidence in public messaging 
[4]. These are not speculative threats. They are operational risks that sit squarely at the intersection of cybersecurity, 
governance, and law. 

From a legal perspective, this exposes a gap. Many cybersecurity policies are designed around unauthorized access, data 
breaches, and system failures [5]. Deepfakes often involve none of these. The systems work as designed. The harm 
happens because humans trust what they see and hear. That creates a challenge for public lawyers tasked with advising 
agencies on risk management and compliance. Existing cyber frameworks may technically be satisfied, even as 
institutional credibility is quietly eroded. 

The consequences extend beyond fraud. Deepfakes complicate incident response and public communications during 
crises [1]. When a convincing fake video of a public official circulates during an election, a public health emergency, or 
a security incident, agencies are forced into a reactive mode. Time is lost verifying authenticity, countering false 
narratives, and reassuring the public. From a cybersecurity standpoint, this is a form of disruption. It undermines 
situational awareness and decision-making, which are core elements of resilience. 
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Media law and cybersecurity law converge here. Broadcast standards, consumer protection rules, and defamation law 
address downstream harm, but cybersecurity governance increasingly focuses on prevention and preparedness. Public 
lawyers advising agencies now need to think upstream. How do internal policies treat identity verification? Are staff 
trained to question audiovisual communications, even when they appear to come from leadership? Are public-facing 
messages protected by provenance tools or authentication mechanisms? 

Consent and authorization still matter, but in cybersecurity contexts, they are insufficient. An agency may have full 
consent to use synthetic media for training or public outreach, yet that same content can be repurposed or weaponized 
outside its original context. Deepfake training videos, for example, can inadvertently provide high-quality data for 
malicious actors to refine impersonation attacks. Public lawyers need to consider whether internal uses of AI-generated 
media increase external risk. 

This reframes deepfakes as part of the broader social engineering problem. Cybersecurity professionals have long 
warned that phishing succeeds because it mimics legitimate communication. Deepfakes raise the stakes by making those 
communications visually and audibly convincing. When a video appears to show a trusted official issuing instructions, 
the usual advice to “verify the sender” becomes much harder to follow. 

Regulators are beginning to recognize this. Policy discussions in the United States, the European Union, and several 
African jurisdictions increasingly frame synthetic media as a security issue tied to election integrity, financial stability, 
and public safety [6]. Disclosure requirements, labeling rules, and AI transparency obligations are not just about ethics. 
They are defensive measures intended to reduce the attack surface created by synthetic identities. 

Cybersecurity advice can no longer be siloed from communications policy or media regulation. Advising on a deepfake 
incident may involve coordinating with IT security teams, communications offices, regulators, and law enforcement 
simultaneously [3]. It may also require revisiting procurement rules, vendor contracts, and internal guidelines for AI 
tools, especially those that generate audio or video. 

Importantly, this is not an argument for panic or blanket bans. Alarmism undermines credibility, and public institutions 
cannot afford that. The more realistic approach is institutional humility. Accept that deepfakes will exist, that they will 
occasionally succeed, and that legal and technical systems must be designed with that reality in mind. Cybersecurity, in 
this sense, becomes less about perfect prevention and more about damage control, transparency, and rapid correction. 

2. Conclusion 

Cybersecurity frameworks depend on trust relationships between systems, users, and institutions. Deepfakes strain 
those relationships. Once the public begins to doubt whether official communications are genuine, even authentic 
messages lose credibility. That erosion of trust is slow, cumulative, and difficult to reverse. It is also deeply relevant to 
democratic governance. 

The challenge ahead is not merely to defend networks. It is defending credibility. Deepfakes make clear that 
cybersecurity is no longer just a technical discipline. It is a legal, social, and institutional one. How public lawyers 
respond will shape not only risk management practices, but the public’s confidence in the institutions they serve. 
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