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Abstract

Phishing attacks have become one of the most prevalent forms of cybercrime, leading to significant financial losses and
breaches of personal information. Traditional rule-based methods of detecting phishing websites and emails are
increasingly insufficient due to the evolving sophistication of attackers. Machine learning (ML) provides a promising
alternative by enabling automated classification of phishing and legitimate instances based on extracted features.
This study presents a comparative analysis of five widely used ML algorithms, namely Decision Tree, Random Forest,
Support Vector Machine (SVM), Naive Bayes, and Logistic Regression, for phishing detection. A publicly available
phishing dataset was utilized, containing both legitimate and malicious samples with relevant URL and website-based
features. Preprocessing steps included feature encoding and normalization. The models were evaluated using standard
performance metrics: accuracy, precision, recall, F1, score, and ROC, AUC. The results indicate that ensemble-based
models, particularly Random Forest, achieved superior performance across most metrics, with higher accuracy and
robustness against overfitting compared to single classifiers. While Logistic Regression and Naive Bayes offered
lightweight alternatives with faster training times, their predictive power was comparatively lower. The findings
highlight the importance of algorithm selection in phishing detection systems and provide practical insights for
cybersecurity practitioners. Future work will extend this analysis by incorporating larger datasets and exploring deep
learning approaches for real-time phishing detection.
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1. Introduction

Phishing is one of the most widespread and damaging forms of cybercrime, targeting individuals and organizations by
deceiving victims into revealing sensitive information such as login credentials, financial details, or personal data. With
the rapid growth of online services, e-commerce, and digital communication platforms, phishing has become a major
cybersecurity threat, contributing to financial losses, data breaches, and erosion of user trust [1]. Detecting and
preventing phishing attacks has therefore become an urgent priority in modern cybersecurity.

Traditional phishing detection methods, such as blacklist-based filtering and rule-based approaches, are increasingly
insufficient. Attackers continuously adapt their strategies by creating new phishing domains, manipulating URLs, and
designing deceptive web interfaces that closely resemble legitimate sites [2]. As a result, detection systems that rely
solely on static rules or manual verification fail to provide the level of adaptability and accuracy required to address the
evolving threat landscape.

Machine learning (ML) offers a powerful alternative by enabling systems to automatically learn patterns that distinguish
phishing from legitimate websites or emails. By training algorithms on features such as URL structures, website content,
and domain information, ML-based solutions can achieve higher accuracy and adaptability compared to traditional
methods [3]. A wide range of algorithms have been applied to phishing detection, including decision trees, support
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vector machines, ensemble methods, and probabilistic classifiers. Despite the progress, a key challenge remains
whereby many algorithms have been proposed, their comparative performance across common datasets has not been
systematically evaluated [4]. Understanding the relative strengths and weaknesses of these methods is crucial for
selecting appropriate models in real-world phishing detection systems. The objective of this paper is to address this gap
by conducting a comparative analysis of five commonly used ML algorithms, namely Decision Tree, Random Forest,
Support Vector Machine (SVM), Naive Bayes, and Logistic Regression, using benchmark phishing datasets [5]. The study
contributes by providing a side-by-side evaluation of multiple ML algorithms, identifying the best-performing method
in terms of accuracy and reliability, and offering practical insights for cybersecurity practitioners aiming to design
effective phishing detection systems.

2. Related Work

Machine learning (ML) has been widely applied to phishing detection across URLs, webpages and emails, with numerous
studies showing that data-driven classifiers can outperform static, blacklist or rule-based approaches. Systematic
reviews consistently report the dominance of classical supervised models, Decision Trees (DT), Support Vector
Machines (SVM), Random Forests (RF), Naive Bayes (NB) and Logistic Regression (LR) in the literature, alongside
growing interest in deep learning (DL). These reviews also catalogue common feature families (URL lexical cues,
host/domain attributes, and HTML/DOM content) and highlight the heavy reuse of a few public datasets [6].

Head-to-head comparisons among classical ML models generally find that ensemble methods perform strongly on
phishing tasks. For example, Omari (2023) compared LR, K, NN, SVM, NB, DT, RF and Gradient Boosting on a benchmark
URL dataset, reporting top performance from Gradient Boosting and RF. Similar conclusions, that ensembles yield
higher accuracy and better generalization than single trees or linear models, appear across multiple comparative studies
[7].

Recent work has expanded into DL architectures that learn directly from raw or lightly processed inputs. CNN-based
models over URL strings and email text have achieved state-of-the-art metrics, while engineering choices (depth, gates,
and sequence modelling with GRU/LSTM) influence stability and overfitting. Transformer models (e.g., URL Tran)
further improve true, positive rates at very low false, positive regimes, a key requirement for deployment in browsers
and email gateways [8]. Parallel and distributed training strategies have also been explored to reduce training time
while maintaining accuracy. Datasets remain a central concern. Many studies rely on the UCI “Website Phishing” dataset
and Phish Tank-derived corpora, which facilitates replication but risks overfitting to specific feature schemas and
collection periods. Some recent papers contribute new datasets and ablation analyses of feature groups to mitigate these
concerns [9] and to assess classifier-feature interactions (e.g., time cost vs. accuracy). Across algorithms, reported
strengths and limitations generally align with canonical expectations: RF tends to be accurate and robust by aggregating
many de, correlated trees (mitigating single-tree overfitting), SVMs handle high-dimensional feature spaces but require
careful kernel/parameter tuning, NB is extremely fast but relies on conditional independence assumptions, and LR is
scalable and interpretable yet limited on non-linear decision boundaries unless feature engineering is strong [10].
Recent comparative reviews of phishing detection echo this profile, noting RF’s strong overall accuracy, LR’s favorable
scalability, NB’s speed, and SVM'’s precision at a higher computational cost. Despite a substantial body of work, there is
still a methodological gap: many “comparative” papers test only a small subset of algorithms (e.g., 2-3 models) and/or
evaluate on a single dataset with heterogeneous splits and metrics, which complicates conclusions about relative
performance. Even broader comparisons (e.g., seven models) often remain confined to one benchmark, limiting external
validity. Recent surveys also emphasize heterogeneity in datasets, features and protocols, calling for standardized,
reproducible evaluations [4]. This motivates our study design: a unified, head-to-head comparison of five widely used
classical ML algorithms (DT, RF, SVM, NB, LR) using benchmark datasets and consistent preprocessing, validation and
metric suite.

3. Materials and Methods

3.1. Dataset

The dataset used in this study was obtained from the UCI Machine Learning Repository (“Phishing Websites Dataset”)
and supplemented with samples from PhishTank and Kaggle repositories to enhance diversity and robustness. The
combined dataset contained approximately 11,055 instances, each labelled as either phishing or legitimate. The dataset
included 30 attributes, covering lexical features (e.g., URL length, presence of special characters), domain-based features
(e.g., age of domain, WHOIS registration), and webpage content features (e.g., presence of JavaScript redirects, use of
iFrames) [11]. The dataset exhibited a moderately imbalanced distribution, consisting of approximately 55% phishing
samples and 45% legitimate samples. To enhance data quality and ensure compatibility with the applied algorithms,
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several preprocessing steps were undertaken. First, records with missing critical attributes were removed, while minor
gaps were addressed through imputation using either mean or mode values. Next, categorical features were encoded
into binary or ordinal representations to facilitate algorithmic processing. Finally, continuous attributes were
normalized using Min-Max scaling, a step particularly important for algorithms sensitive to scale, such as Support
Vector Machines (SVM) and Logistic Regression [12].

3.2. Machine Learning Algorithms

Five widely used machine learning algorithms were selected for comparative evaluation. The Decision Tree (DT) is a
non-parametric supervised learning method that partitions the dataset into hierarchical decision nodes. It is highly
interpretable and efficient, though it can be prone to overfitting when the trees grow too deep. The Random Forest (RF),
an ensemble method, addresses this limitation by constructing multiple decision trees and aggregating their
predictions, thereby improving accuracy and reducing overfitting. RF is also known for its robustness, particularly when
handling noisy or imbalanced datasets. The Support Vector Machine (SVM), another supervised approach, identifies an
optimal hyperplane to separate classes in high-dimensional space. While SVMs are effective in modelling complex class
boundaries, their performance depends heavily on appropriate kernel selection and parameter tuning [20]. The Naive
Bayes (NB) classifier, in contrast, is based on Bayes’ theorem and assumes independence among features. It is
computationally efficient and performs well with high-dimensional data, though its assumption of feature independence
may limit performance when strong dependencies exist. Lastly, Logistic Regression (LR) employs a logistic function to
estimate class probabilities. It is valued for its simplicity, interpretability, and scalability; however, its linear formulation
may constrain its effectiveness in highly non-linear feature spaces.

3.3. Evaluation Metrics

To comprehensively assess model performance, several evaluation metrics were employed. Accuracy was used to
measure the overall proportion of correctly classified instances. Precision quantified the ratio of correctly predicted
phishing cases to all cases predicted as phishing, thereby indicating the model’s ability to minimize false positives. Recall
(Sensitivity) measured the ratio of correctly predicted phishing cases to all actual phishing cases, highlighting the
model’s effectiveness in detecting attacks. To balance precision and recall, the F1-score, defined as their harmonic mean,
was applied, providing insight into the trade-off between false positives and false negatives [24]. Finally, the ROC-AUC
(Area Under the Receiver Operating Characteristic curve) was calculated to evaluate the model’s overall discriminative
ability across varying classification thresholds.

3.4. Experimental Setup

All experiments were implemented in Python 3.9, using libraries such as Scikit-learn, Pandas, NumPy, and Matplotlib
for model building, data handling, and visualization. The experiments were conducted on a Windows 10 laptop with an
Intel Core i7 processor, 16 GB RAM, and no dedicated GPU acceleration. For validation, a 10-fold cross-validation
strategy was employed to minimize bias and variance, ensuring that each instance in the dataset contributed to both
training and testing [14]. The average performance across folds was reported for each algorithm.

Figure 1 Workflow Diagram of the Proposed Pipeline

4., Results

This section reports the performance metrics of the five evaluated machine learning classifiers, Decision Tree (DT),
Random Forest (RF), Support Vector Machine (SVM), Naive Bayes (NB), and Logistic Regression (LR), using a consistent
validation setup [15].
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Table 1 Performance Metrics of Evaluated Machine Learning Classifiers

Algorithm Accuracy (%) | Precision (%) | Recall (%) | F1, Score (%) | ROC, AUC (%)
Decision Tree 96.0 95.2 96.5 95.8 96.2
Random Forest 97.3 97.0 97.5 97.2 97.7
SVM 95.8 96.0 95.5 95.7 96.0
Naive Bayes 93.5 94.0 92.8 93.4 94.0
Logistic Regression | 94.2 94.5 94.0 94.2 94.8

Accuracy Comparison of Algorithms
(%o)

Logistic Regression
Naive Bayes
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Random Forest

Decision Tree

9

[

92 93 94 95 96 97 98

Figure 2 Accuracy Comparison of Algorithms

F1-score and ROC-AUC by algorithm for
phishing website detection
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Figure 3 F1-score and ROC-AUC by algorithm for phishing website detection
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Precision and recall by algorithm for phishing
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Figure 4 Precision and recall by algorithm for phishing detection

4.1.1. Best Performing Algorithm

Across all evaluated models, Random Forest consistently outperforms others in every metric by achieving the highest
accuracy (97.3%), best precision and recall (97.0%, 97.5% respectively), the top F1 Score (97.2%), and strong ROC, AUC
(97.7%) [16]. This robust performance suggests that Random Forest’s ensemble-based structure delivers superior
generalization and resilience to overfitting.

4.1.2. Literature Comparison

These results align with existing research findings. In a comparative study evaluating seven models on the UCI Phishing
Websites dataset, Random Forest and Gradient Boosting were reported as top performers. A broader investigation
noted that Random Forest is generally the most accurate, Logistic Regression offers balance and scalability, Naive Bayes
is fastest, and SVM provides high precision but is less efficient [17]. These parallels strengthen the credibility of the
present findings and support the conclusion that Random Forest remains a highly effective choice for phishing detection
tasks.

5. Discussion

The comparative results demonstrate that the Random Forest classifier consistently outperformed the other algorithms
across all evaluation metrics. This can be attributed to its ensemble learning strategy, which aggregates multiple
decision trees to reduce variance and improve generalization. By combining predictions from many weak learners,
Random Forest can handle noisy or imbalanced datasets more effectively than single classifiers [18]. Its robustness
against overfitting also makes it particularly well-suited for phishing detection tasks, where feature distributions can
be diverse and complex.

In contrast, the Decision Tree classifier achieved relatively high accuracy but showed signs of overfitting, as expected
from single-tree models. While interpretable and efficient, Decision Trees often capture dataset-specific noise, leading
to reduced generalization performance compared to ensemble methods [19]. The Support Vector Machine (SVM) also
achieved strong results but was slightly less accurate than Random Forest. One reason may be the dataset’s moderate
imbalance between phishing and legitimate cases, which can affect SVM’s ability to define optimal separating
hyperplanes [20]. Moreover, the performance of SVM is highly dependent on kernel selection and parameter tuning,
which may limit its scalability in real-world deployment scenarios.

The Naive Bayes classifier, while computationally efficient, performed worst among the tested algorithms. Its
assumption of conditional independence between features is often violated in phishing detection, where URL, domain,
and content attributes interact in complex ways. This limitation reduced its predictive power despite its speed.
Similarly, Logistic Regression achieved moderate performance, benefiting from interpretability and scalability but being
restricted by its linear decision boundary [21], which may fail to capture non-linear relationships inherent in phishing
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data. These findings are consistent with existing literature. Prior studies have also reported the superiority of ensemble
models such as Random Forest and Gradient Boosting, while highlighting the trade-offs of simpler algorithms in terms
of accuracy, interpretability, and computational efficiency [21]. The agreement with prior research underscores the
reliability of the present study’s outcomes and confirms that ensemble methods remain the most promising direction
for phishing detection.

Nevertheless, the study is subject to certain limitations. First, the dataset size, though sufficient for comparative
evaluation, may not fully capture the diversity of phishing strategies employed in the wild. Attackers continually evolve
tactics, and models trained on static datasets may not generalize to newly emerging phishing techniques. Second, the
analysis was limited to classical ML algorithms, excluding deep learning approaches that may uncover more complex
feature interactions [22]. Finally, experiments were conducted on benchmark datasets under controlled conditions,
which may differ from the performance observed in real-time detection systems deployed in dynamic environments.

6. Conclusion and Future Work

This study conducted a comparative analysis of five widely used machine learning algorithms, Decision Tree, Random
Forest, Support Vector Machine (SVM), Naive Bayes, and Logistic Regression, for phishing detection using benchmark
datasets. A consistent experimental setup with feature preprocessing, 10-fold cross-validation, and five evaluation
metrics (Accuracy, Precision, Recall, F1-score, and ROC, AUC) ensured a fair and reproducible comparison. The results
revealed that Random Forest consistently outperformed the other algorithms across all metrics, achieving the highest
Accuracy, Precision, Recall, F1-score, and ROC, AUC. Its ensemble-based learning strategy allowed it to reduce variance,
handle noisy features, and generalize effectively, making it the most robust candidate for phishing detection tasks [23].
While SVM and Decision Tree classifiers achieved competitive performance, they were slightly less reliable in terms of
generalization.

Logistic Regression and Naive Bayes demonstrated efficiency and interpretability, making them suitable for lightweight

or resource, constrained deployments, but their predictive performance was comparatively weaker. From a practical
perspective, these findings emphasize that ensemble, based models such as Random Forest provide a strong balance
between accuracy and robustness, making them highly suitable for real-world deployment in browser filters, email
gateways, or intrusion detection systems. [23] At the same time, lightweight models like Logistic Regression or Naive
Bayes may still serve as baseline defenses in constrained environments where computational overhead is critical.

Looking ahead, several avenues for future work can extend the scope of this study. First, larger and more diverse
datasets, including real-time phishing feeds from sources such as PhishTank or industry partners, should be
incorporated to validate the generalizability of the models. Second, emerging deep learning methods such as
Convolutional Neural Networks (CNNs) and Transformer-based architectures could be explored, as they can learn
complex patterns directly from raw URLs, HTML content, or email text. Third, testing these models in real-time phishing
detection systems will provide insights into their operational scalability, latency, and resilience against adversarial
attacks [23].
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