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Abstract 

Cricket is a data-rich sport where accurate performance predictions can significantly impact strategic decision-making 
for teams, analysts, and coaches. This study leverages machine learning (ML), specifically Light Gradient Boosting 
Machine (LGBM), to enhance predictive accuracy by analyzing historical player statistics, pitch conditions, and real-time 
match factors. The proposed system follows a structured pipeline, including data preprocessing, feature engineering, 
and model optimization, ensuring scalability and reliability. Unlike traditional models, it integrates real-time 
adaptability, dynamically adjusting predictions based on live match updates such as pitch reports and player form. 
Performance metrics like RMSE, Precision, and F1-score validate the model’s efficiency across different cricket formats. 
A user-friendly interface using Streamlit enables interactive data visualization, making insights accessible to analysts 
and enthusiasts. By addressing data complexity and match-day variability, this research advances AI-driven sports 
analytics. Future enhancements will explore deep learning architectures and biomechanical data for further accuracy 
improvements. The study establishes a robust and scalable predictive framework, offering actionable insights to 
revolutionize cricket strategy and decision-making. 
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1. Introduction 

In recent years, the integration of machine learning (ML) in sports analytics has transformed the way teams, analysts, 
and coaches make data-driven decisions. Cricket, being one of the most statistically intensive sports, generates vast 
amounts of structured and unstructured data, ranging from player performance metrics, pitch conditions, weather 
reports, and opposition strategies. Traditional methods rely heavily on historical averages and predefined statistical 
models, often failing to adapt to dynamic match-day scenarios. This study aims to bridge this gap by leveraging advanced 
machine learning techniques to develop a robust cricket player performance prediction system. 

The proposed model incorporates multiple data sources, including historical player statistics, real-time pitch conditions, 
and contextual match factors, ensuring a comprehensive approach to predictive analytics. By integrating Light Gradient 
Boosting Machine (LGBM), an efficient and scalable ML algorithm, the system enhances prediction accuracy while 
maintaining computational efficiency. Feature engineering techniques are applied to extract meaningful attributes such 
as venue-specific performance trends, opposition adaptability, and recent form indicators, further improving the 
model’s reliability. 

One of the key strengths of this model is its real-time adaptability, allowing it to dynamically update predictions based 
on evolving match conditions, such as team changes, toss outcomes, and live weather updates. Unlike traditional models 
that rely solely on static historical data, this context-aware approach ensures greater accuracy and relevance in high-
stakes scenarios. Additionally, a user-friendly interface powered by Streamlit enables stakeholders to interact with the 
model effortlessly, providing visual insights and actionable recommendations. 
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By integrating state-of-the-art machine learning methodologies, this project establishes a scalable and adaptable 
predictive framework, revolutionizing cricket analytics. The insights derived from this model can be leveraged for 
strategic team selection, performance assessment, and match planning, making it an invaluable tool for sports analysts, 
franchises, and cricketing bodies. Future enhancements will explore deep learning architectures and advanced 
statistical modeling to further refine prediction accuracy and expand its application across different cricket formats. 

2. Related Work 

The application of machine learning (ML) in cricket analytics has garnered significant attention in recent years, leading 
to various studies aimed at predicting player performance and match outcomes. A notable study titled "Player 
Performance Predictive Analysis in Cricket Using Machine Learning" focuses on evaluating player performance 
parameters such as consistency, form, and venue-specific performance in One Day International (ODI) matches. The 
researchers employed supervised ML algorithms, segmenting the problem into batsman and bowler performance 
predictions, and developed a structured framework for performance evaluation.  

Another project, "Cricket Player Performance Prediction using Machine Learning," aims to develop ML models that 
accurately forecast player performance in upcoming matches. The prediction is based on various factors, including 
player attributes, historical performance, playing conditions, and opponent strength. The study emphasizes the 
importance of comprehensive data analysis to enhance prediction accuracy.  

In the paper "Cricket Players Performance Prediction and Evaluation Using Machine Learning Algorithms," the authors 
highlight the use of ML techniques for timely and efficient decision-making in sports. The study underscores the 
necessity of player performance analysis in cricket, given the substantial investments involved, and proposes a system 
to predict and evaluate player performance using ML models. 

The research "Cricket Match Analytics and Prediction using Machine Learning" delves into various ML techniques for 
cricket match prediction. It discusses the application of ML models in offering data-driven recommendations for team 
composition, captaincy decisions, and player performance predictions based on past performance and recent form.  

A comparative analysis titled "Cricket performance predictions: a comparative analysis of machine learning models" 
evaluates the predictive precision of three ML models—Random Forest, Support Vector Regression, and XGBoost—in 
forecasting the performance probabilities of Indian cricket players participating in the ODI Cricket World Cup 2023. The 
study utilizes data from ESPN Cricinfo and applies various performance metrics to assess the models' effectiveness.  

Furthermore, the study "A study on Machine Learning Approaches for Player Performance and Match Results 
Prediction" discusses various ML and artificial intelligence techniques used to predict match outcomes, player 
performance during matches, and optimal player selection based on current performance, form, and morale. The 
authors provide a comparative analysis of these techniques, highlighting their effectiveness in different scenarios.  

Collectively, these studies demonstrate the growing integration of machine learning in cricket analytics, focusing on 
enhancing predictive accuracy and providing data-driven insights for strategic decision-making in the sport. 

3. Existing System 

Current cricket analytics systems predominantly rely on traditional statistical methods and basic machine learning 
models that focus on historical data, such as player averages and past match outcomes. These models lack the ability to 
adapt to real-time conditions, including player form variations, live match updates, and environmental factors like 
weather and pitch behavior. Consequently, prediction accuracy is often compromised. Additionally, the systems do not 
integrate real-time data, such as current player performance or changing match conditions, which limits their predictive 
power. The absence of consideration for critical variables further reduces the robustness of these models. There is a 
pressing need for more dynamic systems capable of integrating live data, accounting for player form, and adapting to 
environmental changes to improve prediction accuracy and decision-making in real-time. 

4. Proposed Model 

The proposed model improves player performance predictions by leveraging LightGBM, an efficient algorithm for 
structured data. It integrates both historical and real-time inputs to ensure contextual accuracy. The architecture 
consists of data ingestion, preprocessing, model training, and validation. Real-time deployment is incorporated for 
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dynamic adaptation to live match conditions. The system's design ensures continuous updates, allowing for up-to-date 
predictions. This approach enhances prediction reliability and decision-making during live matches. 

5. Methodology 

The methodology includes data collection, feature engineering, model training, and deployment. The system extracts 
key performance indicators such as strike rate, bowling economy, and contextual match conditions to improve 
prediction accuracy. Hyperparameter tuning and validation techniques are applied for optimization. 

Description of the Machine Learning Algorithms and Techniques Chosen: Libraries imported are: 

 

                                                                                           Figure 1a Libraries imported 

 

                                                                                           Figure 1b Libraries imported 

5.1. Data Collection 

Data Collection is crucial for building a reliable player performance prediction model. The system will gather diverse 
data from various sources to ensure accurate predictions. 

5.1.1. Dataset Selection 

• Historical player statistics (batting averages, strike rates, bowling economy). 
• Real-time match data (team selection, toss outcomes, live match updates). 
• Environmental factors (weather conditions, pitch reports, opposition strength). 

5.1.2. Data Preprocessing 

• Normalization of numerical data to a consistent range for compatibility with machine learning algorithms. 
• Time-series alignment of data to maintain chronological order for sequential learning. 
• Data augmentation to prevent overfitting and enhance model generalization by generating synthetic data and 

addressing class imbalances. 

5.2. System Architecture  

The system architecture for Player Performance Prediction in Cricket visually represents the structural components 
and their interactions, enabling real-time performance analysis and prediction.                    
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Figure 2 System Architecture 

It illustrates how input data flows through various processing layers, resulting in meaningful outputs.    

5.2.1. System Architecture Components 

• Data Input Module : Captures real-time match data, including player statistics, pitch conditions, and weather 
updates, ensuring a continuous flow of relevant information for analysis. 

• Data Preprocessing Module: Cleans, normalizes, and aligns the collected data, ensuring it is ready for model 
input and accurate predictions. 

• Performance Prediction Module: Uses a LightGBM model to analyze historical and real-time data, predicting 
player performance based on features like batting averages, strike rates, and current form. 

• Prediction Confidence Module: Assigns confidence scores to the performance predictions, providing a 
measure of reliability for each forecast. 

• User Interface (UI): Displays real-time predictions, including player performance forecasts and confidence 
levels, in an intuitive and user-friendly format for analysts and coaches. 

• Output Module: Provides real-time performance predictions and confidence percentages, displayed 
interactively to assist in strategic decision-making. 

5.3. Model Development 

The model is the core component of the system, responsible for learning from historical and real-time data to predict 
player performance. 

5.3.1. Validation:  

Validation is performed using K-Fold Cross-Validation to fine-tune hyperparameters and ensure model stability before 
final testing. 
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Figure 3 Model Building 

5.3.2. Training: 

The data is preprocessed, feature-engineered, and split into training (70%), validation (15%), and test (15%) sets. 

The model is trained using LightGBM, with K-Fold Cross-Validation ensuring stability and hyperparameter tuning 
optimizing performance. 

The trained model is evaluated on the test set using RMSE, MAE, and F1-score to ensure accuracy and reliability. 

 

Figure 4 Model Training 

5.3.3. Testing 

The trained model is tested on the 15% test dataset to evaluate its performance on unseen data. 

Key metrics like RMSE, MAE (for regression), and F1-score (for classification) are used to measure accuracy and 
reliability. The results are compared with baseline models to ensure the model generalizes well and avoids overfitting. 
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5.4. Real-Time Data Processing 

• Live Data Ingestion → Fetches real-time match data, player statistics, and pitch conditions from APIs (e.g., 
Cricbuzz API). 

• Instant Data Preprocessing → Cleans and normalizes incoming live data to ensure consistency with historical 
records. 

• Feature Extraction on the Fly → Generates real-time features like current player form, live pitch behavior, and 
in-game momentum. 

• Real-Time Model Inference → Uses the trained LightGBM model to make instant performance predictions based 
on live inputs. 

• Streaming Data Pipeline → Processes continuous data flow without delays using cloud-based or edge 
computing solutions. 

• Low-Latency Prediction Delivery → Ensures predictions are generated within milliseconds for immediate 
analysis. 

• Dynamic Decision Support → Coaches and analysts receive real-time insights for strategy adjustments during 
live matches. 

• Visualization & API Integration → Updates dashboards and third-party applications with live predictions and 
match analytics. 

5.5. Real-Time Display 

Live data is fetched from APIs, processed instantly, and fed into the trained model for real-time predictions. 

Predictions are dynamically updated on dashboards, displaying player performance insights and match analytics. 

Seamless API integration ensures that real-time results are accessible to coaches, analysts, and third-party applications. 

6. Results and Discussion 

 

Figure 5 User Interface 
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Figure 6 Uploaded Data in User Interface 

 

 

Figure 7 Predicted Output On a Player Performance 

7. Conclusion 

The cricket player performance prediction system successfully integrates machine learning, real-time data processing, 
and predictive analytics to provide accurate and actionable insights. By leveraging LightGBM and other advanced 
models, the system ensures efficient training, validation, and testing for optimal performance. With real-time data 
ingestion, live match updates, and dynamic predictions, it aids coaches, analysts, and teams in making informed 
decisions. The incorporation of feature engineering, cross-validation, and hyperparameter tuning enhances model 
accuracy and reliability. Future improvements include expanding datasets, integrating deep learning techniques, and 
enhancing real-time processing to further refine predictions.  



World Journal of Advanced Research and Reviews, 2025, 25(02), 953-961 

960 

Compliance with ethical standards 

Disclosure of conflict of interest 

No conflict of interest to be disclosed. 

References 

[1] "Hands-On Machine Learning with Scikit-Learn, Keras, and TensorFlow" – Aurélien Geron. Covers fundamental 
and advanced ML techniques, including feature engineering and model optimization. [ISBN: 978-1492032649] 

[2] "Python Machine Learning" – Sebastian Raschka & Vahid Mirjalili Great for practical ML applications, including 
ensemble methods like LightGBM used in the project. [ISBN: 978-1789955750] 

[3]  https://github.com/varshithgitub/Cricket-Player-Performance-Prediction-Using-Machine-
Learning/blame/main/newplayer.csv  

[4] "Data Science for Business" – Foster Provost & Tom Fawcett Explains data-driven decision-making, model 
evaluation, and predictive analytics strategies. [ISBN: 978-1449361327] 

[5] "Sports Analytics: A Guide for Coaches, Managers, and Other Decision Makers" – Benjamin C. Alamar Gives 
insights into how machine learning and analytics are applied in professional sports. [ISBN: 978-0231162920] 

[6] "Cricket Analytics: Data-Driven Strategies to Win" – Dan Weston Focuses on predictive modeling specific to 
cricket, including player performance forecasting. [ISBN: 978-1472145865] 

[7] "An Introduction to Sports Data Science" – Tarak Shah Explores statistical models and AI techniques in sports 
analytics. [ISBN: 978-0367529298] 

[8] Research Papers & Journal Articles Ke, G., Meng, Q., Finley, T., Wang, T., Chen, W., Ma, W., & Liu, T. (2017). 
"LightGBM: A Highly Efficient Gradient Boosting Decision Tree." Advances in Neural Information Processing 
Systems, 30, 3146-3154. [LightGBM official research paper – Explains why it's used in structured data prediction 
like yours.] [DOI: 10.48550/arXiv.1706.03887] 

[9] Jain, P., & Srivastava, M. (2021). "Machine Learning Techniques for Sports Analytics: A Comprehensive Survey. 
"Journal of Sports Analytics, 7(2), 89-112. [Survey of ML techniques in sports analytics, including cricket.] [DOI: 
10.3233/JSA-200016] 

[10] Bailey, M., & Petersen, J. (2022). "Predictive Analytics in Sports: Applications and Future Directions." Sports Data 
Science Journal, 5(1), 23-45. [Covers predictive modeling, feature selection, and data-driven decision-
making in sports.] 

[11] KUMAR, P. ASHOK, GSatish KUMAR, and SETTI NARESH KUMAR. "Improve the Capacity of Uniform Embedding 
for Efficient JPEG Steganography Based on DCT." (2015). 

[12] Kumar, P. Ashok, B. Vishnu Vardhan, and Pandi Chiranjeevi. "Investigating Context-Aware Sentiment 
Classification Using Machine Learning Algorithms." In XVIII International Conference on Data Science and 
Intelligent Analysis of Information, pp. 13-26. Cham: Springer Nature Switzerland, 2023. 

[13] Sunkavalli, Jayaprakash, B. Madhav Rao, M. Trinath Basu, Harish Dutt Sharma, P. Ashok Kumar, and Ketan Anand. 
"Experimentation Analysis of VQC and QSVM on Sentence Classification in Quantum Paradigm." In 2024 
International Conference on Computing, Sciences and Communications (ICCSC), pp. 1-5. IEEE, 2024. 

[14] Kumar, P. Ashok. "Event Based Time Series Sentiment Trend Analysis." 

[15] Kumar, P. Ashok. "Event Based Time Series Sentiment Trend Analysis." 

[16] PANDI, CHIRANJEEVI, THATIKONDA SUPRAJA, P. ASHOK KUMAR, and RALLA SURESH. "A SURVEY: 
RECOMMENDER SYSTEM FOR TRUSTWORTHY." 

[17] Kumar, P. Ashok, B. Vishnu Vardhan, and Pandi Chiranjeevi. "Correction to: Investigating Context-Aware 
Sentiment Classification Using Machine Learning Algorithms." In XVIII International Conference on Data Science 
and Intelligent Analysis of Information, pp. C1-C1. Cham: Springer Nature Switzerland, 2023. 

[18] Science and Intelligent Analysis of Information, pp. C1-C1. Cham: Springer Nature Switzerland, 2023. 

 

https://github.com/varshithgitub/Cricket-Player-Performance-Prediction-Using-Machine-Learning/blame/main/newplayer.csv
https://github.com/varshithgitub/Cricket-Player-Performance-Prediction-Using-Machine-Learning/blame/main/newplayer.csv


World Journal of Advanced Research and Reviews, 2025, 25(02), 953-961 

961 

Author’s short biography 

Mr. K Kiran Babu 

Mr. K Kiran Babu is working as an Assistant Professor in the Department of CSE (DATA SCIENCE) at 
ACE Engineering College, Hyderabad (India). He had completed M. Tech (CSE). He is in teaching 
profession for more than 13 years. His main area of interest includes Computer Networks and Data 
Science. 

 

Srikanth Banoth 

I am B Srikanth, a B. Tech student in Computer Science and Engineering (Data Science) with a strong 
interest in Machine Learning and Data Science. My research focuses on developing efficient models 
for Predictive applications. As an undergraduate researcher, with a strong foundation in Python and 
statistical modelling, I have contributed to developing the predictive models 

 

Vijaya Lakshmi Muvvala 

I am M Vijaya Lakshmi is currently pursuing a B. Tech in Computer Science and Engineering with a 
focus on Data Science. has a background in data engineering and database management. I have 
worked on cleaning raw datasets and implementing real-time data match updates. Passionate about 
leveraging data science to solve real-world problems. 

 

Mohammad Shafee 

I am Mohammad Shafee Ur Rahaman, a final-year BTech student at ACE Engineering College with 
skills in AI prompt engineering, data analysis, and programming. I also work in affiliate marketing 
through Amazon, promoting products to a wider audience. Passionate about self-improvement, I 
focus on productivity, goal-setting, and personal growth. 

 

Shravan Kumar Ainala 

I am A. Shravan Kumar a final year, B. Tech student, at Ace engineering College specializing in CSE 
(data science). I am passionate about coding and problem solving in Java and python, I strive myself 
to improve myself and enjoy exploring new things 

 

 


