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Abstract 

Data mining methods used as one of successfully potential solution against cyber risks, big data and electronic thread 
increasing faster in the last year's, so it forms a challenge to cyber security, data prediction used as one of the 
fundamental tools to predict cyber risks and improving security methods. 

Cyber security is one of important popular challenges in the current era where cyber-attacks and risks increasing, so 
fast it is very important to develop tools and techniques of cyber security, data mining techniques one of the important 
method used to solve cyber security problems. In this study we took support vector machine with random forest as 
prediction of risks tool then tested on a set of chosen data to detect attacks and risks on information and demonstrate 
the results, merging and make a comparison between them to gain best way for predicting of cyber security risks and 
determine the unusual data patterns that consider suspicious activity and improving the response to them.  
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1. Introduction

Rapid growth of technology in computers and communications consequences a variety of cyber-attacks that repeated 
while many weak point still found in systems and applications , data mining one of different ways trying to investigate 
and reduction these electronic attacks risks. Data miming is the process of extracting useful information from huge 
amount of data according to specific patterns, but it is not having important or improved of their technology in 
cybersecurity [1]. 

 In this paper we take a cybersecurity as a comprehensive in the first place for protect computers from thieving, 
damaging and illegal activity which one of the big challenges in the meantime that is needs very specialized methods in 
electronic system.  

Data mining technologies aims discovering hidden patterns and developing a predictive model's that is active in 
information process security challenges using classification, temporal analysis and many other discovering techniques 
have been developed as strong solutions to deal with the recent attacks. For data mining the data is very important 
because the model is learned from the given data , it is very necessary to have understanding the data and its component 
to study and analyze it, it offers systematic models discovering and detection of threats and attacks, monitoring patterns 
and behavior using data mining algorithms [2]. 

The fundamental issue of examination in this paper is how to data mining strategies discovering cybersecurity attacks 
and risks, harmful programs, threat detection and malware discovery , cybersecurity is a set of techniques designed to 
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protect computer devices , organizations , developers and data against illegal access and attacks. Every systems have 
security system symbolize by firewall , antivirus application, intrusions detection programs, attacks on systems may be 
outsider or inner in Figure (1) shows cybersecurity variables [3]. 

 

Figure 1 cybersecurity parameters 

2. Literature survey 

Security of data and information has been basic factor to determine successful from the starting point . data and 
information was collected manually at the past and had boundaries access to expert for saving data . The rapid growth 
of technology appears the need of information preserving so security becomes a real problem as result for this growths 
risks , this kind of security arise in environment of computer, network or cloud. 

According to the conclusion of literature review data mining is on of basic elements to handle challenges belongs to 
cybersecurity information . In [4] data mining presents different types of techniques that can be used to assist 
determining and avoiding of possible cybersecurity risk one of the used method is deep stacking network woks basically 
on analyzing data and it's relation . The author of [5] presents a review of methods of data mining attacks detection and 
many types of intrusion detection based on network and host as an example it is bounded some applications like 
suspicious site classification, anomaly detection and reuse attack reduction.  

A method of intrusion detection as un ordinary detection is one of a significant kind points of interest in [6]. In [2] 
presents a study about extraction of data and artificial intelligence tools to improve evaluation of attack discovered and 
the importance of data mining in the future security . In [7]dealing with software security as an efficient security 
development technology to reveal software attack on private and sensitive people data where the main aim of them is 
to harm people and systems or the whole world , because the attack is dynamic and it is very difficult to reveal patterns 
manually for that automated supervised machine learning used for fraud and virus detection as effectively recently. 

3. Data mining for Cybersecurity 

Cybersecurity" is a set of rules and technologies that are together used to protect computers, systems, networks, and 
data against unregistered access and attacks". In other words making efforts to protect the confidentiality of information 
management systems from possible attack by applying a different of cyber defensive systems. These efforts have led to 
the from record files and efficacy on the network to detect and bounding of intrusion cases. The process of examining 
data from a particular source and assembling that input into useful information is referred to as data mining, it is also 
known as knowledge discovery of protecting online information Mining methods used to determine potential situation 
risk [3,8]. 
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Information protection through cryptography by converting data into a format that is not readable (cipher text). Only 
experts that having the hidden key can interpret this cipher text. In the present people and users, also organizations, 
governments, educational institutions, our financial information and our enterprises, see cybersecurity as an important 
part of the technology [8].  

In our research we develop using of data mining techniques in cybersecurity applications to detect unusual patterns or 
behaviors and analyze it to trace suspicious and its creator . Classification can be used to collect various internet attacks 
using its personal information and detect attacks when it appears, also using predictions to detect future potential 
attacks depends on the information gained by attacker.  

Applying data mining for cybersecurity pros by [9]: 

• Useful insight from existing data 
• Identification of security flaws and blind 
• Detection of zero day attacks 
• Detection of intricate and masked attack patterns 

While it has some cons as: 

• Need for deep data science expertise  
• Time and effort to prepare database for mining 
• Constant effort on updating classifiers and mining techniques 
• Risk of disclosing sensitive information from database 
• Manual verification of data mining results 

Data mining basic techniques has both predictive and descriptive depending on the data analysis method shown in 
Figure (2) below [10]. 

 

Figure 2 Data mining techniques  

4. Data collection 

Collecting data is basic step in data mining to predict cyber risks choosing data carefully, Our used data are automatically 
downloaded from the internet websites Kaggle Dataset (https://www.kaggle.com) that contain a set of cyber data like 
records of cyber-attacks and network 

4.1. Data sources 

All data sources text in English only because mixing with another language is not preferred for the used algorithm. These 
data from posts, internal records , firewalls and threat intelligence platform.  

4.2. Data collection tools: 

Using snort free and open source tool for collect and analyze data intrusion detection, it also used for discovering 
security threats , analyze net traffic, block attacks and construct detailed reports depend on programming grammar for 
suspicious patterns of traffic it is an efficient tool easy to merge with data analyzing tools [11]. 

https://www.kaggle.com/
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4.3. Data manipulation steps: 

• Data cleaning: an operation used to ensure quality of used data that train and analyze algorithms to predict 

cyber risks and remove odd and missed value data cleaning steps as follows: 

- Remove missed and illegal value: determine fields that contains missed value like traffic records not 

contain address or target and remove them if it was high percent.  

- Remove massive like ordinary frequent activity: determine frequent records like frequent data in logs 

then remove the frequency to obtain analysis accuracy [12]. 

• Features selection: it is an essential step in data manipulation specially in cybersecurity by determining most 

important features to improve model performance , reducing data size , reduce training time and improve 

interpretation ability. In this paper we use random forest technology that set feature organization depends on 

the importance , feature selection challenges in cybersecurity symbolize as dealing with unbalanced data, data 

noise, temporal data and huge data . 

• Dealing with unbalance data: a set of data contain huge not stabile frequent group of data it is famous in many 

cybersecurity applications where attacks rare. Most used algorithms assumed the data balanced but dealing 

with unbalanced data needs efficient algorithm, Applying techniques like: 

- Over sampling: using smote (synthetic minority over-sampling technique) algorithm by adding new 

examples to the less common group depends on recent data value ,trained datasets from Kaggle to the 

implanted smote algorithm in python . 

- Under sampling: reduce extra end ordinary activities to be balanced with the rare group , this type has 

benefits like reduce data size and fast training while its defects losing important information is possible 

Figure (3) illustrate them [13].  

 

Figure 3 oversampling and undersampling [5]. 

5. Support vector machine (SVM) and Random forest methods 

Support vector machine is one of supervised data mining classification algorithm (supervised learning), basically used 
for regression and classification depends on finding a hyberplane interval between different datasets ,Basic concept of 
SVM technique are decision boundary, support vectors and margins where boundaries separate different sets and find 
the interval that achieves greater space with closer point from every set to ensure best performance dealing with new 
data, support vector is the interval closer point used to determine best interval ,is most important to set final interval 
and margin searching for largest possible margin where SVM is the space between the interval and closer point for every 
set to achieve the best margin [9]. 

SVM workflow first entered data separated into train and test by (30%-70%) as features (train set) each had 
characteristics linked by label, secondly choosing a break by finding two dimensions linearly separated if the data has 
breakable capability in higher level separate between different levels, third greatest margin through trying to find 
greatest margin possible break between different SVM group , finally dealing with linearly non-breakable data by 
converting data to kernel trick if it linearly non-breakable data using special techniques named high dimensional space 
though it can be linearly breakable [14]. 



World Journal of Advanced Research and Reviews, 2025, 25(02), 585-592 

589 

Kernel in SVM have many types as : 

• Linear kernel: used when the data capable to separate. 
• Polynomial kernel: used to separate data contained multidimensional relation . 
• Radial basis functions kernel (RBF): is the most widely used to separate complicated nonlinear data. 
• Sigmoid kernel: used in special case 

Preparing data by splitting into two sets train and test , choosing proper kernel depends on data nature to choose the 
kernel then train the model using train set and finding the proper break last test the model using test set Figure (4) 
illustrate SVM algorithm steps [7]. 

Random forest is a very popular machine learning algorithm used in classification purposes depends on decision making 
on a set of trees this technique one of the ensample learning methods works as committee merging multi decisions to 
improve accuracy, reducing partiality and contrast through applying different data trees so the result depends on many 
trees not only one will reduce the contrast . The main idea of random forest depends on building many decision trees 
each one builds using random part of data Bootstrap Sampling techniques to predict then merging all commonly trees 
outputs [14]. 

 

Figure 4 Developed SVM Algorithm [16] 

 Main specifications of random forest are: 

• High accuracy : so strong performance even with very complex data. 
• Overfitting resistance: uses of multi trees that avoid depending on one tree. 
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• Ability of applicants: on classification and regression . 
• Very active with missing data: provides predictions even when some data missed. 
• Applicant: with high dimensional data. 

Random forest also has some defects are:  
• Slow ratio : be slow with huge data. 
• Interpretability: it is hard to interpret final model because of multiple result tree. 
• Need to set estimators : like number and depth of the trees 

Continuous improvement of model by updating and repeat training with new available data , adaptability to new threads 
by merging online learning techniques to update the model dynamic [15]. 

6. Results and evaluation 

After applying a model on training data, the developed model can be saved so it can be used in various systems later. 
The evaluation classification metric used for DM as shown in Table (1) binary confusion matrix where TP, TN, FP and 
FN represent True Positive, True Negative, False Positive and False Negative. 

Table 1 Binary Confusion Matrix 

 Actual class: X Actual class: not X 

Predicted class: X TP FP 

Predicted class: not X FN TN 

The used metric in supervised learning problems are as follows  

• Accuracy correct: calculate as (TP+TN)/ (TP+TN+FP+FN). Good measures achieved with Balanced classes. 
• Positive predictive value (PPV) or precision: calculate as TP/(TP+FP). Items ratio categorized correctly as 

X to all items categorized as X. 
• Recall or probability of detection PD: calculate as TP/(TP+FN) items ratio classified correctly as negative 

(not X). 
• FP rate or fall-out(F1 score): calculate as FP/(TN+FP) [1,16]. 

Suggested model using SVM and random forest algorithms merging them to detect cyber security attacks like DDos 
attack or data thief and comparing the result depending on the evaluation metrics table 2 shows the results of evaluation 
algorithms 

Table 2 resulats and evaluation 

Algorithm  Accuracy Precision Recall  F1 score 

SVM 88% 86% 84% 85% 

Random forest 91% 89% 88% 88.5% 

Merging  93% 91% 90% 90.5% 

Note that SVM is accurate in small thread detection but slower when dealing with big data, while random forest results 
higher performance in pattern recognition may be contain some noise, merging them enhancing predicting performance 
through combining accuracy of SVM with fasting of random forest. Figure (5) illustrate the SVM, random forest and 
merging them detection cyber security performance. 
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Figure 5 SVM, random forest and merging them detection cyber security performance 

7. Conclusion 

Developed algorithm used to contributes in revealing threads patterns electrical using advanced SVM with predictive 
analysis that helps in cyber security strategies in modern systems. The system use SVM , random forest algorithm and 
merging them to detect cyber security attacks and reducing their risks . As shown in the above evaluation results the 
SVM is slower with big data but more accurate than random forest while random forest is faster than SVM but not 
accurate as random forest , merging them more efficient in cyber risk detection by gaining more accuracy and faster 
investigated results. 

There are some anomaly characteristics of cyber data problems making data mining techniques difficult to use these 
are necessity of repeating model training, improving this for more investigate and research through daily updating of 
the used model for training to detect misuse and cyber risk attack as one of suggested things to give more efficiently 
results.  
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